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ABSTRACT 

Simulating high-enthalpy geothermal reservoirs poses significant challenges due to the complex interactions between multicomponent, 

multiphase geothermal fluids influenced by varying pressure, temperature, and other physical conditions. These complexities complicate 

the development of models that can efficiently quantify the impact of production strategies and other aspects relevant to the engineering 

of geothermal systems. In this work, we propose a unified compositional flow model for geothermal reservoir simulation, which integrates 

mass and energy conservation laws across predefined phases, advanced equations of state (EOS), and a comprehensive thermodynamic 

framework. This unified formulation maintains a persistent set of unknowns and equations, and efficiently manages phase transitions 

using complementarity conditions. This approach eliminates the need for manual phase switching, enhancing both numerical stability and 

computational efficiency. Our model captures essential phase behaviors and allows a general, thermodynamically consistent representation 

of fluid properties, crucial for the development and operation of geothermal reservoirs. Implemented within the open-source, Python-

based framework PorePy, we verify our model through numerical experiments simulating various geothermal reservoir conditions. The 

results present valuable insights into phase transitions, heat transfer, and component transport and show strong agreement with key 

benchmark simulations from the commercial geothermal simulator CSMP++. 

 

1. INTRODUCTION 

Geothermal reservoirs, especially those in high-enthalpy settings, are low-carbon sources of renewable energy. Recent estimates show 

that high-enthalpy geothermal reservoirs contribute a capacity of approximately 16319 MW for global power and heat generation, making 

a significant contribution to renewable energy integration while reducing reliance on fossil fuels, with capacity expected to grow in the 

future (Luis C. A, 2024; Richter, 2023; Sabine et al., 2008). To improve and optimize operational performance, it is profitable to accurately 

understand subsurface dynamics of these reservoirs. 

High-enthalpy geothermal reservoirs are often situated in inaccessible regions of the Earth’s crust, associated with magmatic activity, 

which makes data acquisition challenging and limits our understanding of subsurface dynamics. They also exhibit complex behaviors 

driven by multicomponent multiphase geothermal fluids, typically consisting of liquid water, steam, and dissolved gases and minerals, 

which interact under varying pressure, temperature, and other physical conditions. For example, extreme temperature gradients can induce 

phase separation between liquid and vapor phases, while near-critical conditions can lead to sharp variations in fluid thermodynamic 

properties and abrupt phase transitions (Abdulagatov et al., 2020, 2021). Also, high salinity may lead to mineral precipitation, such as 

silica or calcite, within fractures, thus altering fluid flow paths and matrix permeability (Reinsch et al., 2017). Several numerical modeling 

and simulation techniques have been devised to simulate high-enthalpy systems with the aim of addressing specific challenges associated 

with these systems. Review studies by Ingebritsen et al. (2010) examined the formulations of a range of geothermal numerical simulators, 

including TOUGH2 (Pruess, 1991, 2003), HYDROTHERM (Kipp et al., 2008), CSMP++ (Geiger et al., 2006a, 2006b; Weis et al., 2014), 

FISHES (Lewis & Lowell, 2009), and FEHM (Zyvoloski et al., 1997), as well as their limitations in terms of capabilities and allowable 

pressure and temperature bounds. Additionally, other existing simulators, such as FALCON (Podgorney et al., 2010; Xia et al., 2017), 

ComPASS (Les Landes et al., 2025; Lopez et al., 2018), and DARTS (Khait, 2019; Wang et al., 2020), have further contributed to the 

expanding suite of numerical tools available for geothermal reservoir modeling. 

In modelling multiphase flow and transport within geothermal reservoirs, an accurate representation of the fluid phase composition is 

crucial for capturing the complex underlying physical processes. Similar challenges arise in fields such as oil reservoir simulation (Chen 

et al., 2006) and CO2 sequestration (Bert et al., 2005). A key difficulty in these multiphase, multicomponent models (also known as 

compositional models) is quantifying phase transitions and the corresponding changes in fluid properties, as fluid phase appearance or 

disappearance locally alters the system’s physics, introducing strong nonlinearities into the governing equations (Lauser et al., 2011). 

Without appropriate incorporation of these transitions in the compositional model, governed by non-linear system of partial differential 

equations (PDEs), solution techniques for the governing PDEs may experience numerical instabilities (Class & Helmig, 2002). 

Phase transitions in compositional models are addressed through different approaches, each developed to meet modeling needs and 

applications; for examples and details, refer to the studies by Aghili et al. (2020), Beaude et al. (2019), Bui & Elman (2020), Gharbia et 

al. (2021), Lauser et al. (2011), Quiroz et al. (2024), and Rajabi & Chen (2023). One commonly used approach is variable switching, 
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which dynamically adjusts the set of unknowns based on the phase distribution at specific spatial points in time. In this approach, the 

variables are redefined based on the present phases, allowing for computational efficiency in terms of the size of equations (or equivalently, 

number of unknowns) that is solved per time, especially in scenarios with frequent phase transitions (Alpak & Vink, 2018; Beaude et al., 

2019). However, this method may face convergence issues near phase boundaries, demanding robust handling to avoid numerical 

oscillations (Class & Helmig, 2002). Alternatively, a persistent variable method (also known as unified formulation) offers a fixed set of 

unknowns and equations throughout the simulation model, regardless of phase presence or absence. This approach eliminates the need for 

variable switching by combining natural physical quantities (Voskov & Tchelepi, 2012) with local equilibrium-based extensions to 

simplify the numerical treatment of phase transitions and enhance numerical stability (Falko et al., 2021; Gharbia et al., 2021; Lauser et 

al., 2011; Weis et al., 2014). While this method is generally less computationally intensive in nonlinear systems, it requires 

complementarity constraints to ensure accuracy in phase transition handling. In this context, typical formulations often adopted in state-

of-the-art geothermal simulators include the pressure-temperature variable switching approach employed in TOUGH2 (Pruess, 2003), and 

the pressure-enthalpy formulation used in HYDROTHERM (Kipp et al., 2008). Additionally, the space-time flow and transport equations 

can be solved either simultaneously, as in HYDROTHERM or by employing operator-splitting approaches, such as the sequential coupling 

of flow and transport equations implemented in CSMP++ (Weis et al., 2014). 

In this work, we present a numerical model for simulating high-enthalpy geothermal reservoirs built upon a unified compositional model 

that employs a persistent set of primary variables and equations. The framework incorporates advanced equations of state to represent the 

thermodynamic properties and behavior of multicomponent fluids and is implemented within the open-source, Python-based PorePy 

platform (Keilegavlen et al., 2021). Through a series of benchmark simulations, including comparisons with the commercial geothermal 

simulator CSMP++ (Weis et al., 2014), the model demonstrates its capability to accurately simulate phase transitions, heat transfer, and 

component transport within high-enthalpy geothermal systems. 

2. MODEL FORMULATION 

This section describes the mathematical and thermodynamic framework underlying our unified compositional model for simulating a 

high-enthalpy geothermal reservoir. We begin by outlining the model assumptions, followed by the governing equations for mass and 

energy conservation of components and phases within the reservoir, forming the foundation of the compositional model. Subsequently, 

we introduce the thermodynamic framework employed to capture the multicomponent, multiphase behavior of geothermal fluids. 

2.1 Model Assumptions 

For the numerical experiments performed in this work, we consider the following model assumptions: 

 capillary pressure effects are neglected 

 no chemical reactions between components 

 there is mass transfer between existing phases 

 hydrodynamic dispersion and components diffusion are neglected 

 geothermal rock and fluid are in local thermal equilibrium 

 conservation of momentum is described by the multiphase Darcy law 

 gravity is neglected. 

2.1 Governing Equations 

Considering the geothermal reservoir as a multicomponent, multiphase continuum porous medium, we assume that the reservoir contains 

𝑁𝑐 different components, indexed by 𝜉 ∈ {1,2, … , 𝑁𝑐}, which can coexist as 𝑁𝑝 different phases, indexed by 𝛾 ∈ {1,2, … , 𝑁𝑝}. Under the 

assumption of no capillary pressure, we have 𝑝𝛾 = 𝑝, ∀𝛾, where 𝑝 is the uniform pressure across phases. Additionally, the assumption of 

local thermal equilibrium implies that 𝑇𝛾 = 𝑇𝑠 =  𝑇, ∀𝛾, where 𝑇𝑠 and 𝑇 represent the solid rock and fluid temperatures, respectively. By 

applying the general conservation law in combination with the model assumptions, we derive the balance equations for each component, 

pressure, and energy using fractional flow formulation (for a definition of the fractional flow formulation, see Duran et al. (2025)). The 

choice of fractional formulation is made to permit the reusability of code, especially for the discretization of diffusive terms in the 

governing equations. Additionally, representing the overall mass flux as a continuous variable facilitates the use of sequential schemes. 

An extension of the model to fractured media, including gravity effect, is given in Duran et al. (2025). The definitions and units of variables 

and parameters are stated in Tables 1-3. 

2.1.1 Balance equation of overall mass of component 

For each component 𝜉 ∈ {1,2, … , 𝑁𝑐}, the balance equation of overall mass 𝑧ξ of the component is given by: 

 𝜕(𝜙𝜌𝑧𝜉)

𝜕𝑡
+ ∇ [𝑓𝜉𝜆 𝑲∇𝑝] = qξ, 

           (1) 

where 𝜙 is the porosity, 𝑲 is the permeability tensor, and the component fractional flow 𝑓𝜉  is defined as:  

 
𝑓𝜉 =

𝜆𝜉

𝜆
 . 

           (2) 

The density-weighted mobility of component 𝜉 in phase 𝛾 is given by: 
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𝜆𝜉𝛾 =

 𝜌𝛾𝜒𝜉𝛾  𝑘𝑟𝛾

𝜇𝛾
 , 

           (3) 

so that, using Equation (3), the density-weighted mobility 𝜆𝜉  of component 𝜉 and the total density-weighted mobility 𝜆, respectively, are 

derived as: 

  

λξ = ∑
 𝜌𝛾𝜒𝜉𝛾  𝑘𝑟𝛾

𝜇𝛾

𝑁𝑝

γ=1

, λ = ∑ λξ.

𝑁𝑐

ξ=1

 

            

 

            

           (4) 

The fluid mixture density 𝜌 is expressed as: 

 

𝜌 =  ∑ 𝑠𝛾𝜌𝛾

𝑁𝑝

𝛾 = 1

 . 

           (5) 

Mathematically, the physical quantity 𝑧𝜉  can also be expressed as: 

 

𝑧𝜉 =  ∑ 𝑦𝛾𝜒𝜉𝛾

𝑁𝑝

𝛾 = 1

 , 

           (6) 

where   𝑦𝛾 =
1

𝜌
∑ 𝜌𝛾𝑠𝛾 𝛾 is the mass fraction of phase 𝛾 in the fluid mixture. Substituting Equations (2) – (6) into (1), we arrive at a similar 

balance equation for components in (Lauser et al., 2011; Weis et al., 2014). 

2.1.2 Balance equation of total mass  

By summing both sides of Equation (1) over all components 𝜉 and assuming mass conservation, we obtain: 

 

∑ (
𝜕(𝜙𝜌𝑧𝜉)

𝜕𝑡 
 + ∇ [𝑓𝜉𝜆 𝑲∇𝑝])

𝑁𝑐

𝜉=1

=  ∑ 𝑞𝜉

𝑁𝑐

𝜉=1

  ⟹     
𝜕(𝜙𝜌)

𝜕𝑡 
 + ∇ [𝜆 𝑲∇𝑝] = 𝑞 . 

            

           (7) 

Equation (7) holds true because, from Equations (2) and (6), we have ∑ 𝑓ξξ = 1 and ∑ 𝑧𝜉𝜉 = 1, respectively, and 𝑞 = ∑ 𝑞𝜉 .𝜉  The total 

density-weighted mobility 𝜆 and fluid density 𝜌 are given by Equations (4) and (5) respectively. In porous media flow, Equation (7) is 

commonly called the pressure or flow equation (Chen et al., 2006). 

2.1.3 Balance equation of energy 

The energy conservation equation in terms of the specific enthalpy of fluid mixture is expressed as follows: 

 
𝜕

𝜕𝑡 
(𝜙[𝜌ℎ − 𝑝] + (1 − 𝜙)𝜌𝑠ℎ𝑠) − ∇ ⋅ (∑ 𝜆𝛾ℎ𝛾𝑲∇𝑝 + 

𝛾

𝑫ℎ∇𝑇) = 𝑞𝑒 , 

           (8) 

where the specific enthalpy of the fluid mixture ℎ =  ∑ 𝑦𝛾ℎ𝛾𝛾  and the specific enthalpy of rock ℎ𝑠 = 𝑐𝑝𝑠𝑇. The thermal conductivity 

tensor 𝑫ℎ = (𝜙 ∑ 𝑠𝛾𝜅𝛾 + (1 − 𝜙)𝜅𝑠𝛾  )𝑰𝑑 . The mobility 𝜆𝛾 of phase 𝛾 is obtained by summing over all components in Equation (3), i.e., 

𝜆𝛾 = ∑
 𝜌𝛾𝜒𝜉𝛾 𝑘𝑟𝛾

𝜇𝛾
.𝜉  

2.1.4 Choice of primary variables 

Equations (1) - (8) form a strongly coupled system of time-dependent, non-linear partial differential and algebraic equations. In total, there 

are 𝑁𝑐 + 2 equations for 𝑁𝑐𝑁𝑝 + 2𝑁𝑝 + 𝑁𝑐 + 3 independent variables (see Tables 1 and 2). We note here that there are more independent 

variables than the number of equations, resulting in an underdetermined system. To achieve a unique solution, it is necessary to introduce 

𝑁𝑐𝑁𝑝 + 2𝑁𝑝 + 𝑁𝑐 + 3 independent equations. Typically, additional equations required to close the system are derived from constitutive 

laws such as the assumption of local phase equilibrium conditions imposed on designated set of primary variables (see the next 

Subsection). The resulting phase equilibrium relations are equivalent to minimizing the Gibbs free energy of the geothermal compositional 

system (Chen et al., 2006). 

The selection of primary variables defining the thermodynamic state of the compositional system requires careful consideration. For 

example, in a salt-water multiphase system, the use of 𝑝, 𝑇, 𝑧1, 𝑧2 as the primary variables requires additional treatment to appropriately 

resolve phase saturations in energetic states because of latent heat of vaporization (see, e.g., Geiger et al. (2006)). For this reason, we 

consider the primary variables presented in Table 1. The set of primary variables is denoted as 𝒙 = {𝑝, ℎ, 𝑧1, … , 𝑧𝑁𝑐
}. 
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Table 1: Definitions of primary variables 

Variable Meaning Units 

𝑧𝜉  Overall mass fraction of component 𝜉 ∈ {1,2, . . , 𝑁𝑐} − 

𝑝 Pressure Pa 

ℎ Specific enthalpy of fluid mixture J/kg 

 

2.1.4 Constitutive relations 

We present algebraic constraints derived from constitutive laws (Chen et al., 2006) to close the system of differential equations (1), (7), 

and (8). First, the overall mass fractions of components must satisfy: 

 

∑ 𝑧𝜉

𝑁𝑐

𝜉=1

= 1. 

           (9) 

Additionally, independent equations, also known as secondary equations, based on the primary variables in Table l are introduced to 

eliminate the 𝑁𝑝𝑁𝑐 + 2𝑁𝑝 + 1 secondary variables given in Table 2. We denote the set of secondary variables as 𝒚𝒙, where the subscript 

𝒙 indicates that their selection depends on the choice of 𝒙.   

In the context of transport processes, the geothermal reservoir is saturated with different fluid phases such that 

 

∑ 𝑠𝛾

𝑁𝑝

𝛾=1

= 1   and ∑ 𝑦𝛾

𝑁𝑝

𝛾=1

= 1 . 

                  

(10)         

Within each phase 𝛾 ∈ {1,2, … , 𝑁𝑝}, the partial fractions of components present in the phase, i.e., 𝜒𝜉𝛾 , ∀𝜉 ∈ {1,2, … , 𝑁𝑐} satisfy: 

 

∑ 𝜒𝜉𝛾

𝑁𝑐

𝜉=1

= 1 .  

           

(11) 

To model phase behavior, phase equilibrium relations subject to complementarity inequality constraints are usually employed (Gharbia 

et al., 2021; Lauser et al., 2011; Lipovac et al., 2023). This is also called flash calculation. At each point in the 𝒙 – space, these inequality 

relations are solved for the presence and composition of phases in the system. This makes the solution of the compositional model 

computationally expensive. To reduce this computational cost, Voskov (2017) introduced an operator-based linearization (OBL) 

model that precomputes flash calculations at a limited set of points in the 𝒙-space enough to cover the boundary points of interest. Flash 

data for other points are then estimated through interpolation, significantly increasing computational efficiency. 

In our approach, we also interpolate flash data using precomputed flash calculations on selected points in the 𝒙 – space. Unlike in (Voskov, 

2017), where the flash problem is numerically solved, our flash calculations are based on the correlation formulas developed by Driesner 

& Christoph (2007). For a binary salt-water system, these correlations provide a consistent formulation for phase behavior across a wide 

range of geothermal conditions, specifically for 𝑝 ∈ [0, 5000] bar, 𝑇 ∈ [0, 1000]𝑜C, and overall salt fraction 𝑧 ∈ [0, 1]. We rely on and 

further extend the C++-library swEOS, which implements these correlations (Guo & Rüpke, 2021). Falko et al. (2021) and Weis et al. 

(2014) utilized similar correlation-based flash approaches to simulate different geothermal applications. 

Table 2: Definitions of secondary variables 

Variable Meaning Unit 

𝑠𝛾 Volumetric saturation of phase 𝛾 ∈ {1,2, . . , 𝑁𝑝} − 

𝑇 Temperature K 

𝜒𝜉𝛾 Partial fraction of component 𝜉 ∈ {1,2, … , 𝑁𝑐} in phase 𝛾 ∈ {1,2, … , 𝑁𝑝} − 

𝑦𝛾 Fraction of phase 𝛾 ∈ {1,2, … , 𝑁𝑝} in the fluid mixture − 
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Remark 1. Assume that 𝑁𝑐 ≥ 2 and 𝑁𝑝 ≥ 2, with component 𝑁𝑐 and phase 𝑁𝑝 chosen as references. The overall fraction of the 

reference component can be eliminated using the algebraic Equation (9), thereby reducing the number of PDEs in Equation (1) that needs 

to be solved. Also, thermodynamic properties of the reference phase, such as its saturation, fraction, and partial fraction of the reference 

component, can be eliminated using Equations (10) and (11) respectively. 

Remark 2. Some of the quantities listed in Table 3, such as 𝜙, are given constants. Others, like 𝜌𝛾 are computed dynamically from suitable 

equations of thermodynamic state variables 𝒙 and/ or secondary variables 𝒚𝒙, e.g., IAPWS-97. In this work, we focus on utilizing the 

saltwater equation of state combined with mixture rules. 

Table 3: List of other physical quantities (Definitions and values used in this study) 

Variable Meaning Value Unit 

𝜙 Porosity of rock 0.1 − 

𝜌 Fluid mixture density  kg/m3 

𝜌𝛾   Density of phase 𝛾   kg/m3 

𝜌𝑠  Density of solid rock 2750 kg/m3 

𝑲 Isotropic absolute permeability tensor of porous medium  m2 

𝑞𝜉  Source/sink term for component 𝜉 0.0 kgm-3s-1 

𝑞𝑒 Source/ sink term for energy flux 0.0 Jm-1s-1  

𝑘𝑟𝛾  Relative permeability of phase 𝛾  − 

𝜇𝛾  Viscosity of phase 𝛾  Pa.s 

𝜆𝜉𝛾  Density-weighted mobility of component ξ in phase γ  Pa-1.s 

𝜆𝜉   Density-weighted mobility of component 𝜉  Pa-1.s 

𝜆 Total density-weighted mobility of fluid mixture of components or 

phases 

 Pa-1.s 

𝑰𝑑  Identity matrix of size 𝑑  − 

ℎ𝛾  Specific enthalpy of phase 𝛾  J/kg 

𝜅𝛾  Thermal conductivity of phase 𝛾 2.0 Wm-1K-1 

𝜅𝑠   Thermal conductivity of solid rock 2.0 Wm-1K-1 

𝑐𝑝𝑠  Specific heat capacity of solid rock 880 Jkg-1K-1  

𝑫ℎ Absolute thermal conductivity tensor  Wm-1K-1 

 

3. NUMERICAL SOLUTION 

Consider a geothermal reservoir as a continuum represented by a bounded and open domain Ω ⊂ 𝑅𝑑, where 𝑑 = 1,2, 𝑜𝑟 3 denotes the 

spatial dimension and 𝑅 is the set of real numbers. Let ∂Ω be the boundary of Ω, and consider a time interval [0, 𝒯]  over which we 

study the dynamics of the reservoir. The mathematical problem is to find the distribution of the state vector: 

 𝑿: Ω × [0, 𝒯] ⟶ 𝑅|𝑿| 

                                                                                   (ω, t) ⟼ 𝑿(ω, 𝑡) ≔ ( 𝒙(𝜔,𝑡)

𝒚𝒙(𝜔,𝑡)),  

           

(12) 

which satisfies the governing equations (including balance equation of components, pressure, and energy and constitutive relations) in 

Subsection 2.1, subject to suitable initial conditions 𝑿(ω, 0) = 𝑿0, ω ∈ Ω and boundary conditions 𝑿(𝜔, 𝑡) = 𝑿𝑏 , ω ∈ ∂Ω and 𝑡 ∈
[0, 𝒯]. Here, 𝒙 represents the primary variables (see Table 1), 𝒚𝒙 represents the secondary variables (see Table 2), and |𝑿| denotes the 

size of the vector 𝑿. 
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Due to the complexity of the coupled, strongly non-linear partial differential equations (1), (7), and (8), it is analytically impossible to 

determine 𝑿(𝜔, 𝑡). Consequently, we seek an approximate solution using numerical methods.  

To illustrate the numerical method used in this work, we start by rewriting the governing equations in Subsection 2.1 in vector form as 

 𝜕𝚵𝑿

𝜕𝑡
 = 𝓕(𝑡, 𝜔, 𝑿, 𝑿𝜔, 𝑿𝜔𝜔), 

               

(13) 

where 𝚵 is a sparse, square matrix of size |𝑿| with non-zero entries consisting physical quantities in the accumulation terms. The zero 

rows correspond to non-PDE components derived from constitutive relations. The vector 𝓕 encapsulates fluxes, constitutive relations, 

and source terms as function of time 𝑡, spatial location ω, state vector 𝑿, spatial derivatives of 𝑿, specifically 𝑿𝜔(first derivatives) 

and 𝑿𝜔𝜔 (second derivatives). 

To approximate the solution of Equation (13), we employ a fully implicit time-stepping scheme that ensures stability when solving stiff 

non-linear differential equations. Let Δ𝑡 denote the time step size, we discretize Equation (14) with respect to time, using the implicit 

Euler method, to arrive at 

  (𝚵𝑿)
𝑡+Δ𝑡

− (𝚵𝑿)
𝑡
 

Δ𝑡
= 𝓕𝑡+Δ𝑡  . 

         (14) 

For spatial discretization of Equation (14), we use the multipoint flux approximation (MPFA) finite volume method with a first order 

upwinding scheme for the advective terms over a predetermined set of partitions (control volumes) of the domain Ω (Aavatsmark, 2002; 

Chen et al., 2006). The resulting discretized system of nonlinear equations becomes: 

 𝑮(�̂�𝑡+Δ𝑡)  =  𝟎,          (15) 

where �̂�𝑡+Δ𝑡 is the discrete state vector, which includes all primary and secondary variables at each control volume at time 𝑡 + Δ𝑡. 

Specifically, if 𝑁 is the total number of control volumes, the size of �̂�𝑡+Δ𝑡  becomes N|𝑿|. To solve the non-linear system in Equation 

(16), we use Newton method, which linearizes the system around the current estimate  𝐗t+Δ𝑡
(n)

 at iteration 𝑛 to get 

 𝑱 (�̂�𝑡+Δ𝑡
(𝑛)

) Δ�̂�(𝑛) = −𝑮 (�̂�𝑡+Δ𝑡
(𝑛)

),          (16) 

where 𝑱 is the Jacobian matrix of 𝑮 and Δ�̂�(𝑛) = �̂�𝑡+Δ𝑡
(𝑛+1)

 −  �̂�𝑡+Δ𝑡
(𝑛)

 is the Newton update. Equation (16) is solved for Δ�̂�(𝑛) using suitable 

direct linear solver. The solution is then updated as 

 �̂�𝑡+Δ𝑡
(𝑛+1)

 =  �̂�𝑡+Δ𝑡
(𝑛)

 +  Δ�̂�(𝑛), for all 𝑛 = 0,1,2, . . .,          (17) 

and the iterative process continues until convergence is achieved for �̂�𝑡+Δ𝑡. In this study, convergence at a given iterate �̂�𝑡+Δ𝑡
(𝑛)

 is reached 

when the 𝑙2-norm of the residual 𝑮(�̂�𝑡+Δ𝑡
(𝑛)

) falls below a predefined tolerance 0 ≤ ϵ ≤ 10−10.  

The solution strategy is implemented within the Python-based PorePy framework (Keilegavlen et al., 2021). PorePy is an open-source 

simulation tool designed for solving multiphysics problems in fractured porous media. Within PorePy, the domain discretization into 

control volumes is handled automatically, allowing for integration of complex geometries and heterogeneous material properties.  

4. BENCHMARKS 

In this section, we present benchmark simulation results to validate the accuracy of our numerical model. These benchmark cases, derived 

from Weis et al. (2014), are widely used to evaluate geothermal reservoir simulation models (see, e.g., Copol et al. (2014) and Guo et al. 

(2020)). For verification, our results are compared with those from CSMP++, a commercial multiphysics simulation toolbox developed 

for geothermal reservoir modeling. CSMP++ employs a semi-implicit sequential approach combined with a finite-element finite-volume 

discretization scheme to separately handle the different components of the advection-diffusion flow and transport equations (Geiger et al., 

2006a; Weis et al., 2014). In contrast, our approach utilizes a fully implicit scheme coupled with a multipoint flux approximation (MPFA) 

finite-volume method. In all cases, our model shows strong agreement with CSMP++ results. 

4.1 One-dimensional simulations 

We conducted five 1-D simulations of a single pure-water component (𝑁𝑐 = 1) in a horizontally oriented domain with a length of 2 km, 
as shown in Figure 1. The entire simulation setup, including domain configuration, initial and boundary conditions, and rock and fluid 

parameter choices, is adopted directly from Weis et al. (2014) for consistency and comparability. The grid spacing is set to 10 m, and the 

simulations are configured with Dirichlet boundary conditions, maintaining constant temperature and pressure conditions on both ends of 

the domain. In the absence of gravity, higher p-T values are considered on the left boundary than the right, creating a pressure gradient 

that drives flow from left to right. The initial temperature is set to the downstream boundary temperature, while the initial pressure is 

linearly distributed, as shown in Figure 1. The domain is initially liquid dominated. In all experiments, the Newton convergence tolerance 

is set to 𝜖 = 1.0 × 10−4. 
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Figure 1: Schematic representation of a 1-D liquid-dominated domain with Dirichlet boundary conditions at both ends and the 

specified initial conditions for temperature and pressure. 𝑝𝑖𝑛,  𝑝𝑜𝑢𝑡, 𝑇𝑖𝑛, 𝐚𝐧𝐝 𝑇out are the inlet and outlet pressure and 

temperature values respectively, 𝜕𝜔𝑝 is the pressure gradient in the domain, and 𝑝initial 𝐚𝐧𝐝 𝑇𝑖nitial are the initial pressure 

and temperature profiles 

4.1.1 Single-phase flow 

In this experiment, we considered boundary conditions that allow for the flow of a single fluid phase within the domain. Three different 

cases are examined: Liquid Phase, Supercritical Fluid, and Vapor Phase, as depicted in Figure 2. The relative permeability of each phase 

is linearly set to the phase saturation. The same time step size, Δt = 365 days for all cases, consistent with the CSMP++ simulations is 

used. The progression of the thermal font and pressure profile in each case with different simulation periods compared with results from 

the reference simulator are reported in Figure 2. Here, we see that the results from the two simulators are almost identical. 

Case 1: Liquid phase 

 𝑝in = 50 MPa, 𝑝out = 25 MPa 

 

 𝑇in = 350∘C,  𝑇out = 150∘C 

Case 2: Supercritical fluid 

 𝑝in = 40 MPa, 𝑝out = 20 MPa 

 

 𝑇in = 450∘C,  𝑇out = 300∘C 

Case 3: Vapor phase 

 𝑝in = 15 MPa, 𝑝out = 1.0 MPa 

 

 𝑇in = 500∘C,  𝑇out = 300∘C 

   

Figure 2: Snapshots of single-phase, one-dimensional simulations of a heating thermal front in horizontal orientation for three 

different test cases. Results for fluid pressure (blue) and temperature (red) from PorePy are plotted as dashed lines, results 

from CSMP++ as dashed lines. 

4.1.2 Two-phase flow 

To allow for two-phase (liquid and vapor) flow in the domain, we simulated the injection of hot steam at 400𝑜C into an initially 150𝑜C 

liquid-dominated domain at a fixed fluid pressure values of 20 MPa and 1 MPa at the left and right boundaries respectively. In this case, 

the residual saturation of the liquid phase is set to 𝑅𝑙 = 0.3 (as indicated by the dashed dark lines in Figure 3 and 4). This value represents 

the saturation at which the relative permeability of the liquid phase is zero, and the liquid phase becomes immobile. For the vapor phase, 

the residual saturation is set to 𝑅𝑣 = 0.0, which allows vapor to be mobile throughout the domain. Consequently, the relative permeability 

relations for the liquid and vapor phases are defined as:  

𝑘𝑟𝑙 = {

0                                  if   𝑠𝑙 ≤ 𝑅𝑙

𝑠𝑙 − 𝑅𝑙

1 − (𝑅𝑙 + 𝑅𝑣)
         if   𝑠𝑙 > 𝑅𝑙

,    𝑘𝑟𝑣 =
𝑠𝑣 − 𝑅𝑣

1 − (𝑅𝑙 + 𝑅𝑣)
. 

The time step size, Δ𝑡 =  100 days. The hot steam injection is simulated over a total duration of 200 years. The resulting temperature, 

pressure, and liquid saturation profiles from the PorePy and CSMP++ simulators are presented in Figure 3. In this case, the results show 

a good match, except for a slight difference in the width of the two-phase region. This discrepancy arises from the difference in the solution 

strategies used by the two simulators. For example, in CSMP++, temperature is considered as a primary variable, requiring additional 

treatment to handle phase saturations in boiling zones, and dynamic time stepping criteria are employed (Geiger et al., 2006a; Weis et al., 

2014). 
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To extend the evolution of the two-phase region in the above simulation, a smaller pressure gradient is applied by reducing the fluid 

pressure at the left boundary to 4 MPa, while maintaining the temperature at 300𝑜C. The simulation time is increased to 2000 years, 

with a time step size of Δ𝑡 =  365 days. All other parameter values remain the same as in the previous setup. The resulting temperature, 

pressure, and liquid saturation profiles from the PorePy and CSMP++ simulators are presented in Figure 4, indicating a good match. 

  

 

 

 

PorePy 

  

 

 

 

CSMP++ 

  

Figure 3: Snapshots of two-phase, one-dimensional simulations with pure water in horizontal orientation. Results for fluid 

pressure (blue), temperature (red), and liquid saturation (green) from PorePy are plotted on the first row as solid lines, 

results from CSMP++ on the second row as dashed lines. The grey region represents the two-phase liquid vapor region. 
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PorePy 

 
 

 

 

 

CSMP++ 

  

Figure 4: Snapshots of multiphase, one-dimensional simulations. Results for fluid pressure (blue), temperature (red), liquid 

saturation (green) from PorePy are plotted as solid lines on the first row, results from CSMP++ as dashed lines on the 

second row. The grey region represents the two-phase liquid vapor region. 

 

6. CONCLUSION 

This paper presents a unified compositional numerical model and its capability to simulate high-enthalpy geothermal reservoir conditions. 

The model has been validated through benchmark simulations involving single pure water component flow in both single-phase and two-

phase regimes, to demonstrate its accuracy and robustness. 

Future work will focus on extending the model for the simulation of multi-component systems that allow for more complex phase behavior. 

DATA AVAILABILITY 

The data and source code for the results presented in this work are available, and the plots can be reproduced using a Docker container 

hosted at: https://doi.org/10.5281/zenodo.14784514 .  
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